
825

Glucose Estimation and Prediction through Meal Responses Using 
Ambulatory Subject Data for Advisory Mode Model Predictive Control

Rachel Gillis,1 Cesar C. Palerm, Ph.D.,1,3,4  Howard Zisser, M.D.,2 Lois Jovanovič, M.D.,2,3

Dale E. Seborg, Ph.D.,1 and Francis J. Doyle, III, Ph.D.1,3

Author Affiliations: 1Department of Chemical Engineering, University of California, Santa Barbara, California, 2Sansum Diabetes Research 
Institute, Santa Barbara, California, 3Biomolecular Science and Engineering Program, University of California, Santa Barbara, California, and 
4Current Affiliation: Medtronic Diabetes

Abbreviations: (CGMS) continuous glucose monitoring systems, (KF) Kalman filter, (MPC) model predictive control, (MRAD) median relative 
absolute difference, (T1DM) type 1 diabetes mellitus

Keywords: artificial pancreas, model predictive control, patient model, type 1 diabetes

Corresponding Author: Francis J. Doyle, III, Ph.D, Department of Chemical Engineering, University of California, Santa Barbara, Santa Barbara, 
CA 93106-9611; email address doyle@engineering.ucsb.edu

 Journal of Diabetes Science and Technology
 Volume 1, Issue 6, November 2007 
 © Diabetes Technology Society

Abstract

Background:
A primary challenge for closed-loop glucose control in type 1 diabetes mellitus (T1DM) is the development 
of a control strategy that will be applicable during all daily activities, including meals, stress, and exercise. 
A model-based control algorithm requires a mathematical model that has the simplicity for online glucose 
prediction, yet retains the complexity necessary to cope with variations in insulin sensitivities and carbohydrate 
ingestion. 

Methods: 
A modified Bergman minimal model was linearized for Kalman filter (KF) state estimation on data from 
T1DM subjects, and multiple methods of parameter augmentation were developed for online adaptation. In 
addition, model deterioration for glucose prediction was assessed to determine an appropriate prediction 
horizon for model predictive control (MPC). Furthermore, MPC strategies were validated using advisory mode 
simulations.

Results: 
Twenty days of continuous glucose data, which included 97 meals, were evaluated for three subjects. A constant 
parameter minimal model was used to predict glucose levels for normal days with meal announcement and 
with a maximum prediction horizon of approximately 45 minutes. In order to attain this prediction horizon in 
the absence of meal announcement, parameter adaptation was necessary to capture the glucose disturbance. 
Evaluation of advisory mode MPC permitted effective tuning for a moderately aggressive controller that 
responded well to meal disturbances.

continued 
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Introduction

Diabetes is a disease character ized by the 
improper production of insulin or insulin-mediated 
glucose disposal. This insulin deficiency results in 
hyperglycemia, as the hormone controls the metabolism 
of ingested carbohydrates and the glucose generated from 
gluconeogenic amino acids in protein. Complications 
associated with diabetes include high blood pressure, 
kidney disease, heart disease, and blindness, which result 
from the inability to maintain tight glucose control.1–3 The 
severity of these long-term complications can be reduced 
through the regulation of blood glucose levels.4 Currently, 
there is no cure for type 1 diabetes mellitus (T1DM), and 
although the only treatment is through insulin therapy, 
a healthy life can be sustained when normoglycemia is 
achieved and maintained.

Many T1DM subjects use manually controlled insulin 
pumps to administer meal-time insulin boluses and 
correction insulin boluses, but the insulin pump can 
be preprogrammed to deliver basal insulin. Continuous 
glucose monitoring systems (CGMS) allow subjects with 
diabetes to track absolute blood glucose concentrations 
and trends in real time.5 The two technologies of 
continuous glucose sensing and continuous insulin 
infusion presently work independently, but much 
research has been focused on developing a controller 
that will combine these two technologies for closed-loop 
glucose control and eliminate the need for the individual 
with T1DM from insulin dosage decision making in this 
control loop.

Model predictive control (MPC) and state estimation 
have been the foundation of simulated studies of 
glucose control, but only a few clinical studies have 
been reported.6–11 Parker et al.6–8 developed several MPC 

schemes, including controllers with state estimation, 
which were tested on the 19-state Sorensen model.12 Lynch 
and Bequette10 demonstrated plant-model mismatch with 
linear Kalman filter (KF) state estimation and designed 
a model predictive controller based on the Bergman 

“minimal” model.13 The discrete state space model used 
by Lynch and Bequette10 included an augmented input 
disturbance term. Control performance was tested in a 
subject simulated by the higher order Sorensen model.12 
Hovorka and colleagues11 experimentally demonstrated 
the capabilities of a complex, nonlinear MPC strategy 
for T1DM subjects through fasting conditions; several 
model parameters were adapted online using a Bayesian 
approach.

The focus of this article was to develop a state estimation 
method that implements a simple model capable of 
online adaptation to capture glucose–insulin dynamics 
in actual data generated in a clinical setting. This 
estimation scheme was tested on a total of 97 meal 
responses for three T1DM subjects and model prediction 
degradation as the prediction horizon increased. Model 
updating through parameter augmentation is presented 
as a method for online adaptation. Additionally, advisory 
mode MPC for 20 days of ambulatory subject data 
validates the MPC strategy.

Modeling

A number of physiological, compartmental models have 
been developed to describe insulin–glucose kinetics, 
ranging from simple three-state models to comprehensive 
models that include transport and diffusion rates.12–17 
Two models are considered in this article: the so-called 
Bergman and Hovorka models.

Abstract cont.

Conclusions: 
Estimation and prediction of glucose were accomplished using a KF based on a modified Bergman model. For a 
model with no meal announcement, parameter adaptation provided the means for closed-loop implementation. 
This state estimation and model validation scheme established the necessary framework for advisory mode 
MPC.
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Bergman et al.13 developed the “minimal model” to 
characterize plasma insulin and plasma glucose dynamics 
during an intravenous glucose tolerance test. The model 
is described by

dG
dt

= - p1G(t) - X(t)(G(t) + Gb) +
m(t)
VG

            (1)

dX
dt

= - p2X(t) + p3I(t)                             (2)

dI
dt

= - n(I(t) + Ib) + U(t)/VI
                 (3)

where G(t) is the differential plasma glucose relative to 
the basal glucose value, Gb (mg/dl), X (unitless) is the 
insulin in the remote compartment, and I (mU/liter) is the 
differential plasma insulin relative to the basal insulin 
value, Ib. The volumes of gut and insulin distributions are 
VG and VI, respectively. The Bergman model parameters 
used for this study are p1 = 1.0e-2 min-1, p2 = 3.33e-2 mU 
liter-1 min-2, and p3 = 1.33e-5 min-1.18 Model inputs are the 
plasma glucose appearance rate, m(t), and the plasma 
insulin appearance rate, U(t), a modification for T1DM in 
which insulin appears only from an exogenous source.19

The Bergman model describes the dynamics of insulin 
and glucose where the inputs are appearance rates into 
the bloodstream. For control applications and practical 
estimation of input values, an additional meal submodel 
is used to describe meal dynamics. Hovorka and co-
workers11 used the meal submodel described by a second-
order process model:

DGAGte
       t2

max,G
UG(t) = 

-t/tmax,G

                    (4)

where DG is the meal carbohydrate load (mg), AG is the 
carbohydrate bioavailability, and tmax,G (min-1) is the time-
of-maximum appearance rate of glucose in the accessible 
glucose compartment. The meal submodel can be 
expressed as a two-compartment gut absorption model

    dm
dt

1       
tmax,G

= -          m(t) +            g(t)1       
tmax,G(  )                 (5)

dg
dt

1       
tmax,G

= -          g(t) +             DG(t)
AG       

tmax,G(  )               (6)

where g(t) is the glucose appearance in the first 
compartment and m(t) (mg) is the plasma appearance of 
glucose, an input for the Bergman model.

There is also the need to incorporate the subcutaneous 
insulin kinetics into the model. The model used to 

describe the subcutaneous insulin transport to plasma 
insulin was reported by Hovorka et al.11 as a two-
compartment insulin absorption model:

  = -           - 
dS2

dt
S1(t)       
tmax,I

S2(t)       
tmax,I

                      (7)

  = - u(t) - 
dS1

dt
S1(t)       
tmax,I

                        (8)

where S1 is the amount of insulin in the f irst 
compartment, S2 is the amount of insulin in the 
second compartment, tmax,I is the time to maximum of 
absorption of subcutaneously injected insulin, and u(t) is 
the administration of insulin, which can be either bolus 
or basal infusion.8 The plasma insulin appearance rate 
that appears as an input in Equation (1) of the Bergman 
model, U(t), is represented by

U(t) = S2(t)/tmax,I .                     (9)

For in silico testing, the full model of Hovorka et al.11 
is used to describe the glucose–insulin dynamics of a 
T1DM subject. The physiological model, which describes 
the glucoregulatory network, incorporates a two-
compartment glucose subsystem, an insulin subsystem, 
and a three-compartment insulin action subsystem.

State Estimation
The KF is a state estimator used to estimate state 
variables that cannot be measured directly. It is based on 
a linear discrete state space model,

    xk + 1 = Fxk + Guk  + Gwwk                           (10)

  yk = Cxk + Gv vk                                     (11)

where x (nx1) is the state vector of n state variables, the 
input vector, u (nux1), has nu inputs, F (nxn), C (nyxn), G (nxnu), 
Gw (nx1), and Gv (nyx1) are consistent matrices, and k is the 
time index. The measured output, y (nyx1), is the output 
vector of ny measurements. In this research, process noise, 
wk, and measurement noise, vk, are assumed to be scalars 
with zero means and variances denoted by

 var(w) = Q                           (12)

var(v) = R                            (13)

Because Q and R are not measurable, they are considered 
to be tuning parameters. The ratio of Q/R is adjusted 
as a tuning parameter, reflecting the trade-off between 
trusting the measurement and trusting the model 
prediction. A large Q/R ratio is used when confidence 
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is placed on the measurement, and a small Q/R ratio is 
applied when the measurement noise is high, the model 
is accurate, and thus is trusted more.

The KF algorithm is illustrated in Figure 1 where xk|k - 1
^  is 

the state estimate at time k based on information at time 
k - 1, i.e., the one-step ahead prediction, Lk is the Kalman 
gain, Pk is the state covariance, and I is the identity 
matrix. The state estimate is based on the model:

 xk|k - 1 = Fxk - 1|k - 1 + Guk - 1
^ ^               (14)

yk|k - 1 = Cxk|k - 1
^ ^                              (15)

where yk|k - 1
^  is the predicted output at time k. The 

corrected estimate of the state vector, xk|k
^ , is obtained 

by updating using the current measurement, yk, and the 
Kalman gain, Lk,

xk|k = xk|k - 1 + Lk(yk - Cxk|k - 1)    
^ ^ ^           (16)

Model Predictive Control
The control actions determined by MPC are calculated 
by minimizing the objective function,

min J = ÊTWyÊ + DuTWuDu
Du

                (17)

and the error is calculated over the prediction horizon, P:

êÊ = (r - yk + i|k)                             (18)

where r is the set point, êy  is the vector of predicted 
outputs, and the superscript T denotes transpose of the 
matrices.21 Because all state variables are not measurable, 
the KF is used to estimate the current model state across 
P. The change in manipulated input from one sample 
time to the next is Du, which is evaluated over the 
control move horizon, and M, Wy, and Wu are diagonal 
matrices with identical elements equal to wy and wu, 
respectively. For MPC applications, the first control move,  
Duk, is implemented and the optimization is repeated at 
the next time step.

Figure 1. The recursive Kalman filter, which uses the previous estimated state, xk|k - 1, and current measurement, yk, to calculate the estimate of the 
current state based on the error covariance, Pk.20
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Advisory mode MPC is used to calculate control moves 
based on historical data in order to test the validity of the 
control system. This method is described by Seborg et al.22 
as a step in the implementation of MPC, referred to as 

“prediction mode.” Because the control moves calculated 
for advisory mode have no causal impact on historical 
data, the moves are analyzed on a time-step by time-
step basis. For diabetes control, the advisory moves 
are compared to insulin recommendations made by 
physicians for the conditions of the historical data set. 
Figure 2 compares the information provided to the 
controller at a single time step and the recommended 
MPC insulin move for actual glucose and insulin 
infusion data. Because this insulin recommendation 
is not implemented, the information provided to the 
controller at the next time step only includes insulin and 
glucose from the historical data set.

Data Collection
Data were collected from three adult subjects with T1DM 
[two females, one male; age: 45 ± 18 years (mean ± standard 
deviation); body mass index: 20.9 ± 1.7 kg/m2; weight: 
61 ± 7 kg; glycosylated hemoglobin A1c: 6.8 ± 1.3%] 
wearing continuous glucose sensors (CGMS®, Medtronic 
MiniMed, Inc., Northridge, CA). Five-minute glucose 
sampling produced 288 measurements per day for a total 
of 26 days. Insulin infusion information was retrieved 
from the insulin pump after the test period. Meal size 
estimates, exercise, and stress data were logged in a diary 
by subjects. Data sets that included saturation at the 
upper (400 mg/dl) or lower (40 mg/dl) limit of the CGMS 
for more than 12 consecutive samples were discarded 
from the analysis. Ninety-seven meal responses over 20 
days of data were analyzed for the three subjects: 8 days 
with 42 meals for subject 1, 8 days with 29 meals for 
subject 2, and 4 days with 26 meals for subject 3.

Results
A KF based on the linearized Bergman minimal model 
with online model adaptation was used for glucose 
estimation and extended for application in MPC. State 
estimation and MPC were initially validated on the 
Hovorka model. These methods were then applied to 
historical subject data.

Simulation Study
Plant-model mismatch, similar to the ones considered by 
Lynch and Bequette,10 was used to test the estimation 
capability of the KF in silico. To simulate a subject with 
T1DM, the Hovorka model was used to produce glucose 
values for a meal response with 10% Gaussian noise on 

Figure 2. Two advisory mode MPC recommendations for the insulin 
infusion rate. They were calculated at the times denoted by diamonds: 
t = 745 minutes (a and b) and t = 750 minutes (c and d). Each G plot 
compares clinical glucose data (solid line) with the predicted trajectory 
(dot–dash line) and the desired value of 80 mg/dl (dashed line). 
Actual insulin infusion rates are denoted by hollow squares, whereas 
the two advisory mode recommendations are shown as solid squares. 
At t = 735 minutes, a 57-gram carbohydrate meal was ingested. The 
correction insulin bolus at approximately t = 855 minutes is shown as 
a rectangular pulse.

Table 1.
Maximum Model Prediction Horizons for Each Subject 
(Mean ± Standard Deviation)

Subject 11 

(min)
Subject 21 

(min)
Subject 32 

(min)

with meal 
estimate

constant model 33 ± 12 48 ± 16 44 ± 19

adaptation
through p

1

36 ± 9 45 ± 23 43 ± 25

no meal 
estimate

constant model 33 ± 14 34 ± 11 40 ± 13

adaptation
through p

1

45 ± 12 48 ± 17 45 ± 28

adaptation
through d

43 ± 13 49 ± 16 44 ± 30

1Based on 8 days of subject data.
2Based on 4 days of subject data.

^

^

^
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the measurements, which is in the expected range for 
the physical system. The linearized Bergman-based KF 
with Q/R = 0.1 was validated on meal response data 
in Figure 3. The state vector for the Bergman model is 
xT = [G; X; I; S1; S2; g; m], where the initial steady-state 
condition for linearization is x0

T = [81; -2.7e-3; -1.13; 0; 0; 0; 0] 
for a basal insulin infusion rate of 4.25 mU/min. Estimated 
glucose values were very close to those generated by the 
open-loop meal response of the Hovorka model, showing 
only minor mismatch at the onset of the meal response. 
The maximum glucose excursion was reduced from Gmax = 
260 mg/dl to Gmax = 115 mg/dl, and an improvement in the 
settling time from ts > 1000 minutes to ts < 300 minutes 
was accomplished using MPC (Figure 4). The MPC tuning 
parameters were P = 12, M = 3, and wu/wy = 0.001.

Experimental Study
Glucose estimation and prediction obtained from a KF 
were applied to historical data for ambulatory conditions 

to determine the maximum number of steps ahead that 
glucose values can be accurately predicted by the model 
(i.e., the maximum prediction horizon). It was determined 
using qualitative analysis of the fit of the prediction 
as well as the evaluation of the median relative absolute 
difference (MRAD). The MRAD is calculated as

MRAD = median                   x 100%êyk - yk
yk[(     )]          (19)

The threshold for maximum model prediction for the 24-
hour period was specified in this study as MRAD ≤ 16%. 
Maximizing the prediction horizon is essential for the 
successful application of advanced control strategies.

The KF was first evaluated with meal estimates for 
the estimator based on the linearized Bergman model, 
modified to include gut absorption and subcutaneous 
insulin processing models with Q/R = 10. In Figure 5, 
45-, 60-, and 90-minute-ahead glucose predictions show 
the limits in the prediction capability of the model for 
subject 2, day 6. The KF is able to predict the glucose 
levels of these ambulatory subject data through meal 
responses and subcutaneous insulin boluses, while 
exhibiting only slight subject-model mismatch for the 
smaller prediction horizons (45 or 60 minutes), but as the 
horizon is increased to 90 minutes, the prediction is less 
accurate. Maximum prediction horizons for the multiple 
data sets (mean ± standard deviation) are 33 ± 12 minutes 
for subject 1, 48 ±16 minutes for subject 2, and 44 ± 19 
minutes for subject 3.

Ideally, an artificial pancreatic β cell should remove 
the subject entirely from the closed-loop system, which 

Figure 3. Glucose predictions using a constant model Kalman filter 
with no meal information for a 50-gram carbohydrate meal at t = 200 
minutes and prediction horizons of 45 and 60 minutes (Q/R = 0.1). 

Figure 4. Model predictive control with state estimation based on 
linearized Bergman model with constant parameter values and insulin 
infusion rates for a 50-mg CHO meal at t = 100 minutes and P = 12, 
M = 3, and wu/wy = 0.001.

Figure 5. Glucose predictions for prediction horizons of 45, 60, and 90 
minutes ahead based on KF state estimation with Q/R = 10 and meal 
estimate provided. Meal time is denoted by “o” and insulin bolus time 
by “x” (top plot).
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Figure 6. Glucose predictions for prediction horizons of 45 and 60 
minutes based on KF state estimation with Q/R = 10 and no meal estimate 
provided. Meal time is denoted by “o” and insulin bolus time by “x” (top 
plot).

Figure 7. Glucose predictions for prediction horizons of 45 and 60 minutes 
based on KF state estimation with êp1 adaptation, Q/R = 10-2, and no meal 
information provided. Meal time is denoted by “o” and insulin bolus 
time by “x” (top plot).

model, the prediction exhibits no input-driven glucose 
response. Maximum prediction horizons are 33 ± 14, 
34 ± 11, and 40 ± 13 minutes for subjects 1, 2, and 3, 
respectively.

Model adaptation was introduced to compensate for 
subject-model mismatch and the lack of meal information. 
Two approaches were taken to allow online adaptation 
of the modified Bergman model. First, Equation (1) was 
revised with the augmentation and estimation of êp  in 
the form:

êdG
dt

= -  p1(t)G(t) - X(t)(G(t) + Gb) + m(t)      
VG

       (20)

êdp1

dt
= 0,                                            (21)

which was linearized for use in the Kalman filter. 
Adaptation of êp1 improves the prediction ability for input 
responses with no meal information given, as demonstrated 
in Figure 7 (Q/R = 10-2). The negative excursion in êp1 during 
a meal response to simulate glucose production allows the 
model to respond to the glucose peak; maximum prediction 
horizons are improved to 45 ± 12 minutes for subject 1, 48 ± 
17 minutes for subject 2, and 45 ± 28 minutes for subject 3.

requires the model and estimator to predict glucose 
accurately with no meal information. Figure 6 illustrates 
the KF glucose predictions for horizons of 45 and 60 
minutes based on the modified, linear Bergman model 
(Q/R = 10). With no meal information provided to the 

Figure 8. Glucose predictions for prediction horizons of 45 and 60 
minutes based on KF state estimation with êd  adaptation, Q/R = 10-4, 
and no meal information provided. Meal time is denoted by “o” and 
insulin bolus time by “x” (top plot).
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An alternative approach incorporates an additive 
disturbance term, êd , for adaptation of Equation (1) in 
the form:

dG
dt

= -  p1G(t) - X(t)(G(t) + Gb) +            + m(t)      
VG

êd(t)     (22)

êd(d)
dt

= 0,                                              (23)

Because adaptation of either êd  or êp1 has an indirect effect 
on G(t), the prediction capability for either type of model 
adaptation is similar, as shown in Figures 7 and 8. Figure 8 
presents model predictions for  êd adaptation and Q/R = 10-4. 
The maximum prediction horizons are 43 ± 13, 49 ± 16, and 
44 ± 30 minutes for subjects 1, 2, and 3, respectively.

A prediction horizon of 60 minutes was implemented in 
an advisory mode MPC scheme, with KF state estimation, 
to evaluate the controller action based on retrospective 
subject data. The controller was tuned to generate 
moderately aggressive control moves in response to meal 
excursions. Advisory moves from MPC with P = 12, M = 3, 
and wu/wy = 0.1 with the KF based on a constant model 
with meal estimates given and Q/R = 10 are reported in 

Figure 9 for subject 2, day 6. The controller recommends 
significant increases in insulin at the moments that the 
meals were reported to have begun (t = 735 minutes 
and t = 1050 minutes), which resulted from the meal 
estimates. This response preceded the insulin action 
from a late meal bolus reported by the subject. Insulin 
recommendations from MPC with the same controller 
tuning and subject data are reported in Figure 10 for 
conditions when the MPC received no meal information. The 
KF was based on êd adaptation with Q/R = 0.005. Although 
the calculated MPC insulin action did not change at 
the exact moment that the first meal was reported, the 
increased insulin recommendation led the actual insulin 
bolus. By responding early to the onset of the meal, the 
glucose excursion could probably be reduced using MPC.

Conclusions and Future Work

Glucose estimation and prediction for T1DM subject data 
were accomplished using a KF based on a linearized 
version of a modified Bergman model. Maximum 
prediction horizons were determined for 20 days of 
ambulatory subject data. With meal estimates provided, 

Figure 9. Results for measured meal disturbance (meals: t = 735 and 
t = 1050). Glucose levels and advisory mode MPC recommendations 
Q/R = 10, P = 12, M = 3, and wu/wy = 0.1.

Figure 10. Results for unmeasured meal disturbance (meals: t = 735 
and t = 1050). Glucose levels and advisory mode MPC recommendations 
Q/R = 0.005, P = 12, M = 3, and wu/wy = 0.1.
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the constant model adequately predicted the glucose 
levels through meal information with a maximum 
prediction horizon of 48 minutes. By incorporating model 
parameter adaptation, comparable prediction horizons 
were obtained when no meal information was available. 
Results of the advisory mode MPC indicate that this 
control strategy could improve glucose control through 
the meal response in subjects with T1DM. This was 
demonstrated with advisory MPC insulin in response to 
the rising glucose levels prior to the late insulin boluses 
for the meals. 

Future studies will include clinical implementation of 
MPC to control glucose levels through the entire meal 
responses. This control method will be validated for both 

“normal” and days with abnormal insulin sensitivities 
due to exercise or stress.
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